Turn your critical data into

real-time business insights
HPE Superdome Flex

Jacky Chan
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Can you capitalize on the data explosion?

Structured data

40 petabytes

Human interaction data

4 petabytes

Digitization of Analog Reality
40,000 petabytes a day*

Walmart’s transaction
database (2017)

Per-day posting to Facebook across
1.1 billion active users
(May 2016) 4kB per active user

Front camera
20MB / sec

Front radar
sensors
100kB / sec -

i Front rear and

top-view cameras
-~ 40MB/sec

Crash sensors '
100kB / sec

: Rear ultrasonic

:  cameras’

Rear radar sensors “4100kB / sec
100kB / sec e |

10m self-driving cars by 2020

' Kinmax y
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Actionable insights from all of your data

Make time-sensitive decisions Create a powerful digital core Protect and manage your data
at the edge of your network central learning engine from edge to core
& ‘Kinmax )
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Taking action in real-time demands

a powerful digital core

W A &\agement
Transform e

traditional IT Ty \¥ Q&?

Become a data-driven

| real-time enterprise
Powerful : i

digital
— " SLA- driven core

— _Sequenced OLTP and OLAP

Static Dynamic

Business driven

ERMR



Harness data in real-time to transform

your business
Converging transactions and analytics at the core

Real-time portfolio

risk estimation
; ; '
Accurate and instantaneous Hyper-individualized
service personalization patient treatment

Real-time Immediate response to ¢ -j(mmax Y

demand/supply matching security threats e




Transforming the digital core to run
at the speed of memory

HPE is the leader in Memory-Driven Computing Leading database
vendors transform to

in-memory software

SAPT\V
From processor-centric

to memory-driven ORACLE 126
DATABASE

gfﬁ ngwf Server

2016

Massive data with unpredictable growth, conventional systems can’t keep up

€ Kinmax )
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Advancing the real-time enterprise

journey

Empowering the data-driven enterprise...

Real-time
Enterprise

Memory-Driven
Platform for the Computing

next decade advancements
of in-memory
computing

High performance
Data analytics

Extreme scalability
for transactions & analytics

Acquisition bgl
HPE Superdome Flex

SAP HANA
in-memory

Superdome X

Project “Kraken”
Co-innovation with SAP

.... Accelerating real-time business insights

& Kinmax )
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HPE Superdome Flex

Turn critical data into real-time business insights

Turn data into actionable insights in real time
— Unparalleled scale 4-32 sockets, 768GB-48TB memory
— Highly expandable for growth; ultra-fast fabric

Keep pace with evolving business demands

— Unique modular 4-socket building block, 45% lower cost at 4s entry point

— Open management for hybrid IT consumption

Safeguard mission-critical workloads
— Proven Superdome RAS with 99.999% single-system availability
— Mission-critical expertise with HPE Pointnext services

Designed with Memory-Driven Computing principles




World" s most scalable and modular o >
in-memory computing platform

Unparalleled Scale. oD
- Modular scale-up architecture XL_’EON‘
Scales seamlessly from 4 to 32 sockets as a single system RLATNN

insice”

HPE Superdome Flex

Scales up to 8 chassis and 32 sockets
as a single system in a single rack with both Gold and Platinum processors

Designed to provide 768GB-48TB of shared memory
High bandwidth (13.3GB/sec- bi-directional per link)/low latency

A (<400ns) HPE Flex Grid
- Intel ® Xeon® Scalable (Skylake) processors with up to 28 cores
Unbounded 1/0
mANA - Up to 128 PCle standup cards, LP/FH PCle
Optimum Flexibility
- 4-socket chassis building blocks, low entry cost; HPE nPARs
- Nvidia GPUs, Intel SDVis
5U. 4-socket - 1/10/25 Gbe, 16GbFC, IB EDR/Ethernet 100gb, Omni-Path
chassis - SAS, Multi-Rail LNet for Lustre; NVMe SSD

MPI, OpenMP

Extreme Availability
- Advanced memory resilience, Firmware First, diagnostic engine,
self-healing

o - HPE Serviceguard for Linux

oRAcLE B - KVM vmware
w Mg K Simplified User Experience T
- HPE OneView, IRS, Openstack Kinmax

- HPE Proactive Care ¥ E ﬂ H




What' s new with HPE Superdome Flex?

Support for hard
partitions
(HPE nPars)

HPE nPars support, 48 different configurations
Scale from 4 to 32 sockets and 768GB to 48TB memory
128GB DIMMs pre-enabled

Certified with Windows 2016

Enhanced . Y
ecosystem HPE OneView 4.1 Monitoring

HPE Serviceguard for Linux and HPE WASL enhancements
Additional Seven new Intel Xeon Scalable processor options including three
processors Platinum and four Gold options

Increased I/O
options

N NV WV

Nvidia Quadro P6000 Accelerator
HPE 2.4TB SAS 12G 10K SFF RW DS HDD

& Kinmax y
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First HPE Superdome Flex win
in Asia — leading Taiwanese
Telecom

4 socket testing system for Unix
to Linux migration project
Taiwan

Telecommunications

Telco billing
Unix to Linux migration

HPE Superdome Flex
4 socket, 768GB memory
HPE Pointnext services

C Telecom
First HPE Superdome Flex win in Asia — A Taiwanese Telecom

Customer Challenges

— C Telecom is undergoing a Unix to Linux migration project for their critical in-house telco billing
system, currently running with an Informix database

— They were looking for a reliable standard 4-socket server for the migration testing system

Winning Strategy

— Position Superdome Flex immediately after launch to meet customer requirements for reliability
and scalability

Why HPE and HPE Superdome Flex?

— HPE Superdome Flex offered the reliability capabilities and room for growth required by the
customer at an entry point that was competitive and within budget

— HPE had delivered a reliable solution for years and the customer trusted HPEs capability to
continue delivering a stable solution for their critical billing application

HPE Superdome Flex has strong
product features at the right cost
structure. In addition, HPE's long
term trusted relationship with the
customer, allowed us to win the deal.

Use HPE Superdome Flex entry point
to satisfy the needs of customers
requiring high RAS at a competitive
initial acquisition cost

All x86 providers

& Kinmax 7
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#{o] 22 FEin-memory Computing
HIFRBEE
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Harness the full value of in-memory

computing

HPE Superdome Flex Use Cases

SAPATV

SAP non HANA to SAP HANA
SAP BW/4HANA

SAP S/4HANA

SAP HANA on Cloud

Market leadership, over
12K systems shipped
Unrivaled HANA portfolio

SAP co-innovation and
expertise

ORACLE

— Reduce licensing costs
— Unix migrations

— Exadata replacement
— Mix OLTP and analytics

Over 140K Oracle enterprise
customers run on HPE

#1 in scale-up capacity for
Oracle DB in-memory
Consolidation, migration svcs

D

Microsoft®

SOL Server

Genomics

Computer-aided engineering
Computational chemistry
Cyber security

Financial risk management
Fraud prevention

Large data visualization

— Mission critical
SQL Server workloads

Scale-up SQL Server
— SQL Server on Linux

Innovation leadership with
SGIl and HPE IP

20+ yrs in-memory
experience

Deep workload expertise

Co-engineering with
Microsoft

Broadest SQL Server
solutions

Over 29K joint partners

& Kinmax y
ERERE



Accelerate your journey to SAP HANA

with HPE Superdome Flex

Innovation for the most demanding mission-critical SAP HANA use cases

Scalable Flexibility that enables:

— Infrastructure that is right sized for you

— Frictionless SAP HANA adoption journey
— Agility to react to evolving business needs

Investment Protection for:

— Optimized infrastructure spend

— Seamless capacity upgrades

— Ability to repurpose and redeploy infrastructure

Improved cost of ownership through:

— Easier manageability

Modular, 4 socket building blocks let you add — Reduced Datacenter Footprint
capacity without forklift upgrades and easily convert — Flexible architecture
from scale out to up without re-platforming

& Kinm X )
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Scale up Oracle with Superdome Flex

Reduce costs and complexity for enterprises of any size

Right-size your Oracle environment Become a real-time enterprise
— Mission-critical solution starting at 4/8 sockets, — Take action using current data to transform
simply scale up as needed your business
— One server to manage — Eliminate ETL delays for real-time analytics
— Supports Oracle Linux and OVM — Unmatched scale-up capacity for Oracle in-
— UNIX migration — cut Oracle licensing costs up to memory
50% — In-memory workloads run faster on fewer
— Scale-up compute and get 99.999% HA — avoid processors, reducing Oracle database license
cluster latency & costly Oracle RAC fees costs
— Exadata replacement — Scale massively, to handle ever-large data
— Improve performance without tuning or proprietary sets
software — Unlock the value in the Intelligent Edge
— +140K Oracle customers run on HPE

Quantify bottlenecks with a no-charge Oracle Performance and Cost Assessment
to reduce license and support costs

& 'Ki'nma)_c )
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Solve your most demanding SQL Server v

challenges

Microsoft

Gain real-time insights on your operational data SOL Server

Scale-up compute for your largest workloads
o By — Avoid cluster latency
Modernize business — Support high transaction rates on critical OLTP applications

processing
[ Breakthrough in-memory performance

— Accelerate transactions
Y — Leverage current transaction data for real-time analytics

.. Accelerate analytics

Right size for every mission-critical workload
— Start at 4-sockets, and grow with your needs
— Gain tremendous savings from Oracle replacement

- - Optimize
[:I'D infrastructure
' Avoid inefficiency, cost and complexity

— Simplify managing your environment by consolidating
hundreds of SQL Server instances onto a single serve

dnmax 7
EREK




Solution: HPE In-memory High v
Performance Computing '

HPE Superdome Flex provides globally shared memory with seamless scale up capacity

- Solve complex, data-intensive problems
holistically at unparalleled scale with

HPE single-system simplicity
Superdome Flex - o bein] .
Server - Complete more jobs in less time

- Free HPC teams from managing clusters to
accelerate time to discovery

Use cases include:

— Genomics — Financial risk management

— Bioinformatics — Fraud detection and prevention
— Computer-aided engineering — Real-time, streaming graphs

— Computational chemistry — Large data visualization

— Cyber security — In-memory databases

& inmax Y
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United States Postal Service — real time
fraud detection

In-memory datasets ingested from instruments
and high speed data feeds

UNITED STATES _Kinmax Y
POSTAL SERVICE B2




Sample of fraud detection customer

systems

Large memory UV systems

Site System Cores Memory
U.S. Postal Service UVv2000 3,328 64TB
PayPal UV300H 756 48TB
U.S. Postal Service UVv2000 2,304 48TB
U.S. Postal Service UVv2000 2,304 48TB
PayPal UV300H 756 48TB
PayPal UV300H 120 24TB
Ebay UVv2000 96 6TB
Ebay UV300H 120 6TB
U.S. Postal Service UVv2000 64 2TB

& 'Ki’nmaqc )
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Superdome Flex Chassis Front View

4 Hot-swap Cooling Fan
Assemblies (8 x 80mm)

N+1 redundancy

30 HPE Fabric Cable Ports

Infiniband (EDR) electrical interface and
cabling (not an Infiniband network
Fault tolerant if cable removed

ERMR
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Superdome Flex Chassis Rear View

Base chassis pictured 8FH/ALP

VGA Serial PCI Express slots
port  port 16 LP  Of s -

)

{2

0.0,
a%e2e
-
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o2

00,8,
.
o,

-
-

T- Base I/O*

4— DVD Drive

1GbE RMC po ; v I ‘ 2 x 1GbE
iy Y— || 2x10GbE
4 x USB 3.0

1GbE Management (KVM) p(;rt

* For Expansion chassis, the Base I/O

Four 1600W Hot-swap Power Supplies Hot-|wap Fan{ for cooling HARP ASICs area is replaced with single
N+1 or N+N redundancy RMC, Mgmt, and BMC ports

'fmm@_c )
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HPE Superdome Flex: Chassis Internal

Top View

Processors (4) DDR4 DIMM slots (48)

~u

Fans (8)

PCle 3.0 slots
(up to 16)
= S
o )
e SAS/SATA
SSDs/HDDs
(up to 4)
Superdome
Flex G.I'Id 1600W
conne_ctllons Power
(not visible) Supplies (4)
S S —v (not visible)
System rails allow chassis to slide forward and (Kinmax

backwards in the rack for easy service access
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Turn massive amounts of data into

business-fueling insights

— Scale easy and economically, regardless of your business size
— Start small and grow seamlessly at your own pace
— Avoid over-provisioning and disruptive upgrades

— Add compute power without sacrificing performance

Min 4-Socket 8-Socket 12-Socket 16-Socket 20-Socket 24-Socket 28-Socket 32-Socket
768 GB 48TB  Max
One modular building block, one system, one architecture

€ Kinmax y
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HPE Superdome Flex ASICs

Scale beyond capabilities of Intel UPI links

HPE fabri
channels
connect
to other
chassis

IdN

Global memory
All memory is shared by all processors channels
connect

to other
chassis

lup

Hardware cache coherency
Copy consistency at ASIC speed and

UPI

directory-based

High bandwidth — low latency O
o_ . |l
Oo

13.3 GB/second; max read latency <400ns!

€ Kinmax )
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Unlque pomt -to-point design

maximizes performance

Extreme processing speed at scale

Scales from 4 to 32 sockets
— Supports up to 8 chassis, with 4 sockets per chassis
— Includes 16 Flex ASICs

— Point-to-point, ‘all-to-all’ Grid link between system ASICs —
unique in the industry

— Lower latency and increased Bandwidth over previous
solutions, and competitive systems - delivering extreme
performance

Compute resources provided

— 32 sockets

— 384 DIMM slots: up to 48 TB with 128 GB DIMMs

— 128 PCle Gen3 card slots (56 x16, 72 x8) maximum

 Kinmax Y
Designed for the future: Changing the rules of what’s possible, today and tomorrow g é;f;i




Differentiation1: SD Flex Uniquely v‘
Scalable Architecture <

Technology highlights:
« SD Flex ASIC

* 48 building block

» Grid architecture

/ 8S architecture (12TB

==| ~~ Customer’s benefits:
-+ Meeting most demanding Ent. workload
» Fastest for real-time analytics
* Economical benefit of Gold/Platinum CPU choice
* Low 4S entry point with full investment protection

& Kinmax y
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Differentiation2: Uncompromised

|O Architecture

Technology highlights:
Fully utilizing 3 independent stacks of x16 PCle
3.0: (2) x x16 + (2) x x8 (except base chassis with
base 10)
* Innovative PCle 3.0 riser cards and Z-axis Physical view of riser cards
approach - '
« Choice of 16 lots and 12slots 10 subsyste

PCle Slot 9 CPU2 x8 W PCle Slot 5* CPUO x8

PCle Slot 6 CPU1 x8

PCle Slot 7 CPU1 x16

le Slot 1 CPUO x8
8
PCle Slot 2 CPUOx16  |[4
o

PCle Slot 3* CPUO x8
5

PCle Slot 4 CPU1 x16

| Pole St 8CPU1 B

el
PCle Slot 12 CPU3 x16

Base I/0/BMC

Superdome Fl
PSO PS1 o At PS2 PS3
2 . 12slots chassis layout

— g | g | ? i | - a PCle Slot 13 CPU2 x16 PCle Slot 5* CPUO x8 5 PCle Slot 1 CPUO x8

g E g g g g ‘.;.' g g g g : g % PCle Slot 14 CPU3 x8 PCle Slot 6 CPU1 x8 é PCle Slot 2 CPUO x16
RIRIIRIHIRIRIR ;: R |[R R R| R|IR Z PCle Slot 15 CPU3 x16 PCle Slot 7 CPU1 x16 E PCle Slot 3* CPUO x8.

4 a a a 4 a + 4 a 4 a4 a 4 5‘ PCle Slot 16 CPU3 x8 PCle Slot 8 CPU1 x8 n? PCle Slot 4 CPU1 x16
DD Do n n n Do DD n

vl R’ B -0'gan e
M MdMEMEMEM MEMEMEM[WnM| [0 Base 1/0/ BMC
L[ [m L i [ Ly C R LT Ly L

BASE
o | u Superdome Flex
=i == — = = = — PS0 PS1 ASIC Fans PS2 PS3
pmogogOZOED pgomojZo@DMD

pljofjiomog0E D pgogomof|o||D 3 -

Rfeflelfafla g IR IR G Customer’s benefits:

olloflolfofl- [l o lfollo o lla[ o * Unblocking performance

1 ] 1 1 1 1 1 1 1 1 I 1
) ) o « Low latencies

* Flexible choices of 10 cards
e « Accommodating enterprise 10 workloads /

[ -

Chassis b i 6144 GB (48 x 128 GR/DIMM)

consolidation  Kinmax Y
ERHER



Superdome Flex and GPU opportunities

Deep Learning

I6GPU

Apollo 6500 Gen 10

8GRU

|

v/ Upto |6 Tesla GPUs installed with a single 08
v" Docker Deep Learning Framewaork

v" Analysis can be done in the system without data movement

Analytics and inference where real time
cross correlation matters

Multiple data streams plus historical data in memory
Compute + GPU + powerful 1/0 parallel data ingest

Examples such as Fraud, intelligence, compliance,
tracking subjects across multiple video feeds..




HPE Superdome Flex Enabled

Skylake Processors

16 NL8
HPE Value-add!!
System config #2
System Config #1 HARP ‘Aﬁto-enables’%oth HARP
Requires Platinum 81xx SKUs Platinum 81xx and Gold 61xx

Disabled UPI links

1x 4-skt cIump HARP Allows the use of much lower cost 61xx CPUs HARP
in systems up to 32s.
‘Scale past’ the competition!! (beat 4s/8s configs
16 NL8 using lower cost 8s/12s/16s HPE Superdome 16 NL8 e pw—
Flex configs) (_Kinmax

ERME



* NUMA: Non-Uniform Memory Access

Intersocket
MNode 0 connection

Tocal Memory
node 0

Remote access

access

« CPU 1 from Node 0 (blue) can access Local Memory (green) directly

2-Socket x86 NUMA topology

Superdome X
conceptual NUMA topology

50% of the memory is node
local memory

IVB-EX and Haswell-EX have
a 1.6x memory latency when
accessing remote memory

» To access Node 1 memory the request must travel through an inter-socket connection
» This extra connection or “hop” causes longer memory access latencies for remote memory

» Scheduling on a core from the node containing the process memory results in the best performance

& Kinmax y
EREK



4-socket Conceptual NUMA Topology

Node 0 Node 1

* 4-Socket Sever NUMA
topology

» 25% of the memory is
node local memory

« [VB-EX and Haswell-EX have
a 1.6x memory latency when
accessing remote memory

32 ¢ Kinmax Y
EEMK



8-socket Superdome X Conceptual

NUMA Topolog

Node 1 Node 2 Node 3 Noce 4 » 8-socket Superdome X

conceptual NUMA topology

* 12.5% of the memory is
node local memory

« IVB-EX and Haswell-EX have
a 1.6x memory latency when
accessing remote memory
on-blade (buddy socket
memory)

* Remote off-blade memory
access has a 3.0x memory

Node 5 - Node 6 Node 7 Node 8 Iaten cy

& Kinmax 7
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What is ATX ( HPE Application Tuner .

Express)?

ATX is a utility that will make NUMA unaware applications more NUMA aware

 No application changes are needed!

« ATX controls the distribution of an application’s processes and threads in a NUMA
environment

« Several different NUMA node and CPU launch policies are provided to obtain an optimal
distribution.

« ATXs similar to the Linux numact1l command:
numact 1 Will constrain an application to a set of nodes
« ATX will distribute an application around a set of nodes
» Benefit of ATX varies by platform and application
« Higher socket count platforms benefit more than lower socket count platforms

«  NUMA-aware applications benefit less than applications without NUMA awareness

& 'Ki'nma)_c )
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Increase the performance of your

Linux workloads
HPE Application Tuner Express

Aligns data in memory close to the computing core resulting in increased performance

Real-world results
—20% improvement with Oracle DB for a Manufacturing Data Warehouse workload

—A Major Airline saw a 33% response time improvement for online seat reservations
—Cerner: 10% response time increase for a custom application on Oracle

Internal testing

— SAP ERP workloads with greater then 50% performance improvement

— Up to 60% scale-up database improvement
— Large scale up servers running Oracle database gained between 30 and 59% (OLTP)
— 20% improvement with Data Warehouse (OLAP)

— 30% performance gain on Apache SPARK on 2-socket server cluster

& Kinmax y
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HPE Superdome Flex Server sets #1 and #2 records on
SPEC CPU2006 benchmark for 32 and 16 sockets

Key takeaways

« First published SPEC CPU2006 « SPECint_rate_base2006: « SPECfp_rate_base2006:
results with 32 and 16 Intel Xeon -#1 and #2 32S results -#1 and #2 32S results
Scalable processors
—-#1 and #2 16S results —-#1 and #2 16S results
Top five 328 and 16S SPECint rate base2006 results Top five 32S and 16S SPECfp rate base2006 results
325 HPE Superdome Flex, 32 Intel Xeon Platinum 8180  I—— 37,300 328 HPE Superdome Flex, 32 Intel Xeon Platinum 8180 I 24,600
HPE Superdome Flex, 32 Intel Xeon Gold 6154 IS 30,700 HPE Superdome Flex, 32 Intel Xeon Gold 6154 I 22,600
Huawei KunLun 9032, 32 Intel Xeon E7-8890 v4 s 25,900 Huawei KunLun 9032, 32 Intel Xeon E7-8890 v3 IS 16,000
Huawei KunLun 9032, 32 Intel Xeon E7-8890 v3 [ 21,900 SGI UV 300, 32 Intel Xeon E7-8890 v3 s 15,300
SGI UV 300, 32 Intel Xeon E7-8890 v3 I 21,600 SGI UV 300, 32 Intel Xeon E7-8890 v2 IS 13,300
HPE Superdome Flex, 16 Intel Xeon Platinum 8180 N 19,600 16S HPE Superdome Flex, 16 Intel Xeon Platinum 8180 N 13,200
HPE Superdome Flex, 16 Intel Xeon Gold 6154 N 15,500 HPE Superdome Flex, 16 Intel Xeon Gold 6154 | 11,400
Huawei 9016, 16 Intel Xeon E7-8894 v4 N 14,600 Fujitsu SPARC M12-2S, 16 SPARCG64 XII s 10,500
Bull SAS bullion S16, 16 Intel E7-8890 v4 N 14,400 IBM Power E880, 16 POWERS N 9,790
Huawei KunLun 9016, 16 Intel Xeon E7-8890 v4 I 13,300 HPE Integrity Superdome X, 16 Intel Xeon E7-8890 v4 [N 8,680
0 10,000 20,000 30,000 40,000 0 5000 10,000 15,000 20,000 25,000

& Kinmax y
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Flexibility to scale, configure,

convert, deploy

The possibilities are endless

@ Meet your individual workload requirements

Configuration choices:

— Memory size and capacity
— Processor and core count
— Amount and type of I/O

4-Socket

"Building blocks” configuration choice

Scale in 4-socket increments

Never outgrow avoid over-provisioning: 4-32 socket scale

Easily transform your enwronment

Convert between scale-out and scale-up

@Deploy separate environments in the same frame

. Use case examples:

. — SAP HANA, SAP non HANA

i — OLTP app layer, database layer

. — LOB A (Marketing), LOB B (Finance)

e Customer 1, Customer 2 (Service provider)

Support for electrically isolated hard partitions*

Kinmax y
ERERE



Open management framework simplifies hybrid IT environments

Open Source Management HPE Management Ecosystem

HPE OneView

HPE Insight
Remote Support

OpenStaCk POINTNEXT,
Choice and flexibility to manage your HPE Superdome Flex deployment _
& Kinmax y
ERHEE




Deployment choice with scalable or partitionable configurations

Scalable

Partitionable

Scalable for single instance workloads

— Support a single, scalable system in 4 socket increments from 4 to
32 sockets with a single OS instance

Partitionable* to deploy separate environments in the same
system

— Support multiple, independent hard partitions (HPE nPars) within a
single system

— Hard partitions are configured in varying 4s (per chassis) increments
from 4s to 32s

— Each hard partition runs its own OS instance, independently from
other hard partitions

& Kinmax y
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The unique value of HPE nPars

Hard partitions™ add flexibility and cost efficiencies

Lower your TCO Optimize software costs by
using HPE nPars

Maximize resource utilization Create different development, test,
and production environments within
a single enclosure

Take one partition offline, perform
maintenance and/or reconfiguration,
while other partitions continue to
run undisturbed

Minimize downtime

Hard partitions

20x greater reliability

HPE Superdome Flex
System

Protect your data Electronic isolation provides a high
degree of security between partitions

& Kinmax y
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Safeguarding your critical workloads with

HPE Superdome Flex

Proven Superdome Reliability framework delivers mission-critical availability

Partnershi Nd expertise |
IR OIS Up to 100% application availability

HPE Pointnext - Deep HPE mission-critical expertise, co-engineering with
. software partners and comprehensive HPE Pointnext
HPE Serviceguard services portfolio provide full solution availability

HPE Workload Aware Security for Linux

Error identification, reporting, recovery

Operating System - Best-in-class predictive fault handling initiates self-repair
: : without operator assistance. Expanded protection with
Error Analysis Engine Serviceguard for Linux HA/DR clustering software

Online optimization and repair

o
har)
o
ey
c
2w
S €
2.9
+

o)
©a
S
2o

o
2 E
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Hard partitioning (HPE nPars) Five nines (99.999%) single-system availability
‘Firmware First’ architecture - HPE IP augments Intel base code to protect from and contain
- many errors, including memory errors, before interruption
Advanced memory resiliency occurs at the OS layer.
Fault-tolerant fabric
Redundant components & Kinmax Y
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Proven and unique HPE Superdome RAS

Only HPE delivers advanced resiliency across all subsystems

Error reporting and handling: Error Analysis Engine
Best-in-class predictive fault handling initiates self-repair without operator assistance

Error containment: "Firmware first” approach
Contains errors at the firmware level before any interruption can occur at the OS layer

Error detection and system self healing
Unique resiliency across every subsystem protects your critical workloads

Faric > Emarcss e estony ot cove v

& Kinmax y
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Linking directly into operating system v

software R&D

Unmatched partnership model maximizes mission critical capabilities

Driving innovations Decades of Contributing what
with partners and mission-critical matters for mission-
suppliers experience critical
° [ )

; : — [ Upstream
lfntel) Processor p n
L_/ advancements Hewlett Packard |'|"| communities

Enterprise
Hardware
innovation pesEAnc,
Data center ‘ e
) o a s | J
7 ecosystem SUSE .’



Simplify security compliance

HPE Workload Aware Security for Linux (WASL)

Today, delivering a SAP
HANA environment
requires manual security

compliance
SAP HANA Linux CIS
security global security
compliance ~ benchmark
score compliance

The 276 page SAP HANA
security guide can take days or
weeks
to follow and implement

HPE WASL reduces security compliance deployment time from days to minutes

Push Button Security

Assesses Security
Hardens Linux O/S

Hardens SAP HANA

HPE WASL can
automatically bring
compliance

up to 90%

Security
Compliance of
both Linux CIS
& SAP HANA

Total solution addressing security compliance of both
the Linux Operating System (SLES/RHEL) as well as
the workload (SAP HANA)

SAP HANA security compliance
~70 automated rules
Available in one click!

& 'Ki’nmaqc )
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Superdome Flex 718
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Superdome Flex Specifications

System 1 (4s) to 8 (32s) chassis per system; each chassis supports four (4) Intel® Xeon® Scalable processors
Processors Intel Xeon Platinum 8180 processor 28-cores/2.5GHz/205W/38.5M
Intel Xeon Platinum 8180M processor 28-cores/2.5GHz/205W/38.5M (1.5TB)
Intel Xeon Platinum 8176 processor 28-cores/2.1GHz/165W/38.5M
Intel Xeon Platinum 8176M processor 28-cores/2.1GHz/165W/38.5M (1.5TB)
Intel Xeon Platinum 8160 processor 24-cores/2.1GHz/150W/33M
Intel Xeon Platinum 8160M processor 24-cores/2.1GHz/150W/33M (1.5TB)
Intel Xeon Platinum 8156 processor 4-cores/3.6GHz/105W/16.5M
Intel Xeon Platinum 8158 processor 12-cores/3.0GHz/150W/24.75M
Intel Xeon Gold 6146 processor 12-cores/3.2GHz/165W/24.75M
Intel Xeon Gold 6144 processor 8-cores/3.5GHz/150W/24.75M
Intel Xeon Gold 6154 processor 18-cores/3.0GHz/200W/24.75M
Intel Xeon Gold 6152 processor 22-cores/2.1GHz/140W/30.25M
Intel Xeon Gold 6132 processor 14-cores/2.6GHz/140W/19.25M
Intel Xeon Gold 6130 processor 16-cores/2.1GHz/125W/22M
48 DDR4 DIMM slots per chassis
Memory Maximum memory: 6 TB (48x 128 GB DIMMs) per chassis; 48TB per system
32 GB, 64 GB, and 128GB DDR4 DIMMs loaded in groups of 12 DIMMs
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Superdome Flex Specifications

g:ii )'0 (base 2x 10GbE ports, 2x 1GbE ports, 4x USB 3.0 ports, serial and MGMT ports
L’;(t)‘:;"a' drive Up to four (4) 2.5” SATA/SAS HDD or SSD with option for hardware RAID

16 PCle 3.0 low-profile slots; 7 x16 slots and 9 x8 slots

10 expansion 12 PCle 3.0 slots; 8 full-height slots (4 x16 & 4 x8) + 4 low-profile slots (1 x16 and 3 x8)

options Zero (0) slot, compute only

Management Optional 1U Rack Management Controller (RMC) for CLI; Redfish® API
Red Hat Enterprise Linux (RHEL) 7

. SUSE Linux Enterprise Server (SLES) 12
Operating :
svstems Oracle Linux 7
y VMware

Microsoft Windows Server 2016 Standard and Datacenter

Form Factor 5U server chassis; width: 17.5” (44.5cm); depth: 32.5” (82.6cm)

& Kinmax y
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Superdome Flex supported storage

— Internal storage: Four (4) 2.5” drive bays to support SATA SSDs or SAS HDDs/SSDs.

— 6G SATA SSDs use embedded chip (Intel RSTe) with SW RAID (w/boot support)
— 12G SAS HDDs/SSDs use PCle RAID card (internal) with HW RAID (w/boot support)

— SAS: HPE SAS JBOD (e.g. D3700) are supported with PCle RAID card (external) (w/boot support)

— Fibre Channel: HPE FC arrays (e.g. 3PAR, XP, MSA, Nimble) support w/PCle FC HBAs (w/boot support)
— Third party storage: Storage vendor takes the lead in documenting interoperability

— Reference SPOCK for additional details

Superdome Flex Base Chassis (rear) _
with 16-slot PCle riser  Kinmax Y
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HPE Superdome Flex vs. 4-Socket x86 Server

..........................

Superdome FIex TEEIIEHIECPUEZ?GBGB;.ET’% ﬁt_ﬁ’* ﬂEXTJz,Uf%n TEETT}:?E@JBZ@

Bessssssssssassssssssnnnns Bessssssssssssssssnsnsnnas Fessssssssssssssssssssnnnd BT

4-Socket 8-Socket 12-Socket 16-Socket 20-Socket 24-Socket 28-Socket 32-Socket
768 GB 48TB

- ¢
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HPE Supeflficizlome Flex

~
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: S RASECER . -
(Reliability, Availability, Serviceability)
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End-to-end RAS protects high value
applications and data

HPE Superdome Flex: key areas of RAS superiority

RAS SD Flex Standard x86
Firmware-first v X
Automatic error logging

Auto self-healing (Analysis Engine)

Disabling / deconfiguration of failed FRUs
Onboard fault analyzer

Automatic restart

Advanced processor error handling (¢eMCA Gen2)
Advanced memory resiliency (ADDDC)

Enhanced fabric resiliency (Adaptive routing)
Advanced PCle error recovery (LER)

Hard Partitions (nPars)

ainment and card

containment

A N N N N N N W N N
X X X X X X X X X X

— PCle link retraining and recovery

€ Kinmax y
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FHEELER

RAS on Chassis-Level features

Superdome Flex RAS

RAS on Chassis-Level features

features
Firmware-first error handling Vv X
Redundant, hot-swappable power supplies (N+N or N+1) and fans Vv N+1
Flex Grid link failover, link-level retry, dynamic link tuning and bandwidth negotiation Vv X
Adaptive routing finds bad fabric links and routes traffic around failures Vv X
CRC protection per micro-packet and fast retry for transient errors Vv X
Systemic transient errors, triggering retry or recovery attempt Vv X
Socket indictment at boot V* X
Chassis de-configure at boot V* X
Hard Partitions (nPar) Vv X

‘Ki;lm_ax )
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* Coming soon



FHEELER

RAS on Memory features

RAS on Memory features Superdome Flex RAS features [x86 RAS features

Proactive memory (patrol and demand) scrubbing

Adaptive DDDC, SDDC+1 for Mission Critical and HPC needs Superdome Flex
thresholds)

Address/Cmd parity error resiliency

Doubled refresh rates at high temp

DIMM de-configuration at boot

Memory error logging/history in management firmware
OS-level page deallocation

Memory error storm response [coming soon]

DRAM Post Package repair [coming soon]

Rank and Bank sparing

\Y

<

< < < < < < < <

\Y

X

X X X X X X X X
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FHEELER

RAS on |/O capabilities

RAS on I/O capabilities Superdome Flex RAS features | x86 RAS features
PCle Live Error Recovery (LER); PCle root port containment and card error recovery Vv X
PCle "Stop and Scream"; PCle root port corrupt data containment \ X
PCle end-to-end CRC checking [coming soon] V X
PCle corrupt data containment (data poisoning) V X
PCle link CRC error check and retry V X
PCle link retraining and recovery Vv X

‘Ki;lm_ax )
ERMK



FHEELER

RAS on Processor coverage

RAS on Processor coverage Superdome Flex RAS features [x86 RAS features

Enhanced Machine Check Gen2 architecture and recovery

Integer pipeline/instruction pipeline retry capability

ECC coverage on all internal caches and cache tags
Register/TLB parity protection

Improved error (Viral) containment, aiding system survivability
UPI link-level retry/restart/recalibrate

UPI rolling CRC check for transient errors

Core level corrupt data containment and core disable at boot time

< < < K< < < < < <
X X X X X X X x X

Poison Data Containment
‘Ki;lm_ax )
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Intel Xeon CPU Roadmap

WORKLOAD OPTRMIZEDSILICON ~  SOCHET SCALABILITY (2,4, 8) Intel® Xeon®

m-m processor Scalable
i INNOVATION & INTEGRATION Intel® Xeon® platform (z017)
processor E5 va

intel® Xeon® family (zo18)

processor E5 v3 =1
H {indel
Intel? Xeon® family (2014) t
- Inted® Advanced Vector

processor E5 v2 | : Extensions 512
family (2013) . BT TranEETTE Intel® QuickAssist Technology
— Sy hrOnkTazon EXmnsion: {Enhanced + ntegrated)
{irieel? t 15 Integrated Intel® Cmnl-Path
= DEATITED AV Denan Architecture? fabric
Imtegrated Intel® Efhemmat with
IWARP RDMA

Increased WO Dandwidih
(&8 lanes PCia 300N

HMore Memarny bandwildth
05 measrmnoeny chanmselis, Up o 2558 BEET)

Up to 28 0ores

ACCELERATE PERFORMANCE FOR DEMANDING WORKLOADS WITH SCALABLE AND INNOVATIVE TECHNOLDGIES

1. brrechecsd o rinl e procseos TT 1 faredky
i aE ke FUL
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Mission-critical x86 solutions roadmap

Superdome Flexo]iZ2{5F I FAVE mAdn BEA (RS

Future

Entry point for SAP HANA deployments Higher performance and Greater density

4-socket, 4TB scale-up 68TB scale-out Up to 4-socket scale-up

CS500 for
SAP HANA

Modularity for extreme scale

mgggg § DI for 4s modular scalability to 32-socket, 48TB Even more scalable! Continued Investment
SAP HANA HANA: 20-socket/20TB scale-up — Offering customer choice

during technology transition
CS900 for 16-socket, 48TB Now 2x memory! 2ﬁ;3ics:glstsomrkr|2aat(l;srity for
SAP HANA HANA: 16-socket/16TB scale-up, 192TB scale-out

HPE Innovation platform for the next decade including ‘Machine’
Superdome Flex technology for Memory-Driven Computing
Superdome Flex
TDI for SAP

HANA

Next Generation

Mission-critical x86 Scale-up to 32-socket

4-socket & 8-socket nodes for scale-out

Superdome X m Highest availability with large memory capacity — Ensuring solution

& Kinmax )
ERMR

NOTE: This is a rolling (up to three year) roadmap and is subject to change without notice
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HPE Superdome Flex [4-Socket x86 Server [%
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Backup
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Safeguarding critical workloads

with HPE Superdome Flex

Proven Superdome Reliability framework delivers mission-critical availability

FEIABS ENE O(EANEE Up to 100% application availability

HPE Pointnext - Deep HPE mission-critical expertise, co-engineering with
. software partners and comprehensive HPE Pointnext
HPE Serviceguard services portfolio provide full solution availability

HPE Workload Aware Security for Linux . e . .
Error identification, reporting, recovery

Operating System - Best-in-class predictive fault handling initiates self-repair
without operator assistance. Expanded protection with

o Error Analysis Engine Serviceguard for Linux HA/DR clustering software

Online optimization and repair ||

complete solutions

. Hard partitioning (HPE nPars) Five nines (99.999%) single-system availability

rirmware First’ architecture - HPE IP augments Intel base code to protect from and contain
_ many errors, including memory errors, before interruption

Advanced memory resiliency occurs at the OS layer.

Availability from components to

Fault-tolerant fabric

Redundant components & Kinmax Y
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RAS features discussion and showcase v

scenarios

1. nPar capability:

» Highlight SD Flex capability of consolidation and flexibility through nPar - live
demo

» Note: multiple nPar feature available at release 1.2

2. Memory RAS capability:

» Highlight SD Flex differentiations in keeping in-memory data safe and stable
»  SW protection through MCA recovery - live demo
» Memory de-configuration - live demo

3. CPU de-configuration (WIP): s :
>  Socket de-configuration availability at release 1.1 S A i
» Core de-configuration availability at release 1.2 / ! i o — .

RMC port to RMC port

& Kinmax y
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SD Flex Hard partitioning: electrical isolation and flexibility

8S SD Flex with two chassis: Modifying nPar configuration: Rebooting new nPar
 Two npars, per4S/3TB * Delete nPar1 configuration:
RAM configuration » Extend nPar0 to be with 8S/ « OS and application getting
6TB RAM double resources
« Observing reboot time
\
A |
nPar0|M
& Kinmax y
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Initial 2 nPar configuration->
Removing one nPar

eRMC-cli> show npar

r0D1i0ees cli>» remove npar pnumsl




| Adding a chassis into nParQ

- to make 85/6TB partition

eRMC-cli> modify npar pnum=0 add-chassis=r001i11b

& ‘K:’-ﬁmax )
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'Booting time (85/6TB)

First reboot:
* To EFI: 8min (including nPar reconfiguration)
* From EFI to OS: 4min 30sec

M —

A

Subsequent boot:
 From reboot to EFI: 2min 30sec i
« From EFIl to OS: 4min 30sec

GG

eRMC-cli> show npar




| Returning back to 2 nPars

~ with 45/3TB per nPar

eRMC-cli> modify npa

r pnum=0 remove-chassi

modify npar pnum—0 remove chassis=r

s=r001i11b

eRMC: r001 001illb

eRMC_cli> create npar pnum=1 ras=on chassis=r01i11

SDFLe c i (e 1i o cl



'Booting time (4S/3TB)

First reboot:
« To EFI: 5min (including nPar reconfiguration)
 From EFl to OS: 2min 20sec

Subsequent boot:
* From reboot to EFI: 2min 30sec
* From EFIl to OS: 2min 20sec

b

li> show np
IMC 01i06c clix




Superdome Flex memory RAS feature
- highlight

ll. Software availability: MCA recovery / “firmware first” to
reduce OS / Application downtime

lll. De-configuring failed DIMM to keep

stable system operation
|. Hardware availability with ADDDC: tolerating 2 failed
chips on a DIMM

€ Kinmax )
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I. Advanced Double Device Data Correction — explained (ADDDC)

Memory
Controller

Historically, double-chip sparing provided 1/17th the repair rate, and 1/3rd less memory
downtime compared to single-chip sparing, and Intel's implementation has improved since then. *



ADDDC advancement compared to DDDC

ADDDC memory subsystem is always configured to operate in performance mode, until there is threshold

of correctable errors is reached. That way, the system achieves availability objective, while reducing
performance impact.

Adaptive Double DRAM Device Correction (ADDDC)

Intel® Xeon® processor introduces an innovative approach in managing errors that the DDR4 DRAM
DIMM may induce through the life of the product. ADDDC is deployed at runtime to dynamically map out
the failing DRAM device and continue to provide SDDC ECC coverage on the DIMM, translating to longer
DIMM longevity. The operation occurs at the fine granularity of DRAM Bank and/or Rank to have minimal
impact on the overall system performance.

With the advent of ADDDC, the memory subsystem is always configured to operate in perfformance
mode. When the number of corrections on a DRAM device reaches the targeted threshold value, with
help from the UEFI runtime code, the identified failing DRAM region is adaptively placed in lockstep mode
where the identified failing region of the DRAM device 1s mapped out of ECC. Once in ADDDC, cache

line ECC continues to cover single DRAM (x4) error detection and apply a cormrection algorthm to the
nibble.

https://software.intel.com/en-us/articles/new-reliability-availability-and-serviceability-ras-features-in-the-intel-xeon-processor
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Il. HPE Superdome Flex MCA recovery: advanced memory error recovery

Basic flow
Uncorrectable memory error
consumed by user application \
Error is intercepted and contained at
firmware level
Kernel sends a “KILL” signal to application. () DDDC: explained in <I>

Application with signal handler keep running

IOs are stopped preventing
corrupted data on disk

Bad memory DIMMs are flagged and 0
indicted / de-configured from allocated Ki i
memory pool el

ERMR



MCA recovery demo: advanced
memory error recovery




System keeps running and stability
with healthy components. Alert is
sent for scheduled replacement

DIMM is taken out to keep system
o running, marked as “de-configured”

in next boot

A memory DIMM fails or
malfunctions

& Kinmax )
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" De-configuring failed memory DIMM
from the nPar




